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Abstract—Individuals with Autism Spectrum Disorder (ASD) are known to have significantly limited social interaction abilities, which are often manifested in different non-verbal cues of communication such as facial expression, atypical eye gaze response. While prior works leveraged the role of pupil response for screening ASD, limited works have been carried out to find the influence of emotion stimuli on pupil response for ASD screening. We, in this paper, design, develop, and evaluate a light-weight LSTM (Long-Short Term Memory) model that captures pupil responses (pupil diameter, fixation duration, and fixation location) based on the social interaction with a virtual agent and detects ASD sessions based on short interactions. Our findings demonstrate that all the pupil responses vary significantly in the ASD sessions in response to the different emotion (angry, happy, neutral) stimuli applied. These findings reinforce the ASD screening with an average accuracy of 77%, while the accuracy improves further (>80%) with respect to angry and happy emotion stimuli.

I. INTRODUCTION

Autism spectrum disorder (ASD) is a neurodevelopmental disorder characterized by significantly impaired social interaction and communication abilities [1], [2]. Such impairments include deficits in perceiving, using and responding to various non-verbal cues of communication, such as emotion-related facial expressions [3], [4], [5]. This is often attributed to the atypical eye gaze in deriving these non-verbal cues from [6], [7], [8], [9]. Research has shown that individuals with ASD, while watching videos of social scenes (dynamic stimuli), fixate less to the eye and face region and more to the human body [10], [11], [12] as compared to their typical counterparts. Therefore, there is clear evidence that individuals with ASD have atypical gaze pattern which is prominently observed in the context of processing affective expressions from a communicator’s face.

In this paper, we develop and investigate the effectiveness of an automated screening system for ASD based on the subjects’ eye gaze response as they interact with a virtual reality (VR)-based social communication system. VR-based social communication systems have emerged as an effective alternative to the traditional assessment, intervention and education programs in Autism [13], [14], [15], [16] due to their lower cost and higher accessibility. For this work, we have used a recently developed VR platform designed particularly to help individuals with ASD to improve their emotion recognition skills and performance in social tasks [17], [14]. This platform lets us collect individual’s eye physiological index and looking pattern as they interact with virtual agents demonstrating basic, context-relevant emotional expressions. The agents are capable of displaying three basic emotions: neutral, happy and angry. During the course of interaction with the agents, 16 participants’ eye gaze data were collected using a commercially available eye-tracking device in terms of (i) pupil response measured in terms of pupil diameter changes, and (ii) fixation coordinate and duration. This data is used to develop a deep recurrent model that identifies subjects with ASD based on their eye gaze behavior.

There are several past works that analyzed and reported atypicality in eye gaze patterns among subjects with ASD [6], [3], but limited work on using emotion-guided eye gaze responses for ASD screening. DiCriscio and Troiani demonstrated that pupil dilation is correlated with the clinical ASD measure of the social responsiveness [18]. Ahuja et al. developed an ASD screening mechanism based on eye gaze responses to multiple prosaic videos [19]. However, none of the two works [18], [19] have investigated eye gaze as a response to emotional stimuli.

Our automated screening system employs a recurrent model to infer whether or not a subject-agent interaction session is atypical (suggesting ASD). We used our own database of eye-gaze patterns collected from 16 adolescents (8 ASD, 8 typically developing (TD)) across more than 1300 small sessions of interaction with virtual agents showing three basic emotions. We first perform a thorough analysis of the participants’ eye-gaze data (pupil diameter, fixation duration and location). We observe the sessions involving subjects with ASD (i) exhibit significantly ($p < 0.001$) larger pupil diameter, (ii) have significantly ($p < 0.001$) shorter fixation duration, and (iii) fixate less on the faces of the agents. These observations are consistent with past work on eye-gaze responses in Autism [19], [6], [20], [21]. Motivated by these observable atypicalities, we train a Long-Short Term Memory network (LSTM) using the participants’ eye-gaze data (pupil diameter, fixation duration and location) to identify a agent-subject interaction session as ASD/TD. We show that eye-gaze patterns can be used to identify ASD sessions with a reasonably high accuracy of 77% overall, and even higher accuracy of more than 80% when using only emotional stimuli (angry, happy). This indicates that emotion-guided eye-gaze response is a promising approach to ASD screening within an interactive VR system.

II. DATASET AND ANALYSIS

In this section, we describe the dataset collected using a VR-based social intervention system, and analyze its suitability for autism screening.
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Fig. 1: Example of a social situation in the VR-based communication system we employed for data collection. The scene is annotated with two regions of interest (ROI): face and others. The virtual agent displays neutral expression in the scene.

A. Data Description

The VR platform we used for data acquisition is realistic 3D environment of social situations developed by Kuriasose et al. [14], [17]. In this platform a virtual agent narrates stories related to different social situations to a participant, and displays context-relevant emotional expressions. As the participants listen to the social stories narrated by the agents their eye gaze data are collected. More information about data acquisition can be found in our previous work [6]. The experiment was approved by the Institutional Review Board.

Our database (see Table I for a summary) contains eye-gaze data (pupil diameter, fixation duration and location) from 16 subjects (8 ASD, 8 TD) recorded in 48 long sessions. This yields 1,305 short sessions created by breaking down the long sessions into smaller chunks. Each short session is associated and labeled with a single emotion displayed by the agent i.e. neutral, happy or angry. Based on the recorded fixation coordinates, we labeled the participants’ fixation patterns corresponding to the two regions of interest (ROI): 1 for face and 0 for others ROI (see Fig. 1). Every session thus consists of three (synchronized) sequences of 100 data points corresponding to pupil diameter, fixation duration and fixation location (binary sequence). The sessions are balanced across emotion and subject classes. Also note that the ASD and TD groups have no significant difference in age or gender distribution.

B. Data Analysis

We now analyze the eye gaze behavior in ASD and TD sessions to discover any key differences between the two groups. Fig. 2 compares the three components of eye gaze response for the two groups. We observe that the pupil diameters recorded in TD sessions are significantly higher than ASD sessions (Fig. 2a). The median pupil diameter for ASD and TD sessions are 0.497 and 0.649. Since pupil diameter values in our database are not normally distributed ($p < 0.05$ with Shapiro-Wilk test), we perform the unpaired Mann-Whitney U-test and observe a significant effect of session types on pupil diameters ($U = 148952, Z = 9.344, p < 0.001, r = 0.259$). Fig. 2b also shows significant effect of session types on fixation duration ($U = 174734, Z = 5.553, p < 0.001, r = 0.154$). This indicates that subjects with ASD find it difficult to fixate on the objects as they have significantly lower fixation duration. Similar observations are also reported in earlier studies [22], [21].

In summary, all three eye gaze components exhibit significant differences between ASD and TD sessions. Note that the differences are significant even within such short duration as $\sim 16.2$ seconds. These observations motivate us to develop an automated ASD screening system based on the subjects’ eye gaze behavior.

### III. AUTISM SCREENING

A. Recurrent model

We develop an LSTM-based architecture to identify if a given subject-agent interaction session characterized by eye gaze data is ASD or TD (see Fig. 3).

Given eye gaze sequence $\mathcal{X} = \{x_1, x_2 \ldots x_T\}$ for a session, the LSTM model takes an input $x_t = [p_{t}, d_{t}, f_{t}]^T$ at each step $t$, where $p_{t}$ is the pupil diameter, $d_{t}$ is the fixation duration and $f_{t}$ indicates fixation location at step $t$. Our architecture consists of $T$ LSTM cells. The LSTM embedding is input to a dropout layer, followed by a dense (fully connected) layer. The output is finally connected to a sigmoid function to perform a binary classification i.e., ASD or TD. We use binary cross-entropy loss for training this architecture.

B. Baseline Model

As a baseline, we used a Random Forest (RF) classifier to identify the ASD sessions. We compute the following functionals from every sequence $X$ in a session: mean and median of pupil diameter and fixation duration, and mode of fixation location. The model is constructed using 100 decision trees with the maximum depth of the tree set to unlimited.

---

**TABLE I: Details of the eye gaze dataset used**

<table>
<thead>
<tr>
<th>Number of subjects</th>
<th>16 (8 ASD, 8 TD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total (short) sessions</td>
<td>1,305</td>
</tr>
<tr>
<td>Average session duration</td>
<td>16.2 seconds</td>
</tr>
<tr>
<td>ASD sessions</td>
<td>625 (218 Angry, 208 Happy, 199 Neutral)</td>
</tr>
<tr>
<td>TD sessions</td>
<td>680 (235 Angry, 231 Happy, 214 Neutral)</td>
</tr>
</tbody>
</table>

---

1 Same observation and analysis protocol followed for for fixation duration and location.
IV. EVALUATION

We perform a leave-one-subject-out cross-validation to evaluate our model. At each iteration, we randomly select one ASD subject and one TD subject, and hold all their sessions aside for testing. All sessions pertaining to the remaining subjects are used for training both the models. This is repeated 8 times, and the average recognition accuracy across sessions is reported. For the recurrent model, we used $T = 100$ LSTM units, a batch size of 64, dropout rate of 0.5, and the Adam optimizer for training.

A. Results

Table II presents the performances the proposed LSTM-based model, the baseline, and the ablation results. We observe that LSTM outperforms the RF baseline by almost 10%. The ablation study shows that fixation location alone has the most discriminative power when compared with fixation duration or pupil diameter. Combining all three measures improve the overall accuracy significantly.

Fig. 4a shows the confusion matrix indicating that the accuracy in identifying ASD sessions is lower than that of TD sessions. This can be attributed to the higher variability in ASD measurements noted in several past works due to the spectrum nature of the disorder itself.

Influence of emotion stimuli: We also investigate the role of emotion stimuli in ASD screening. When comparing performance in the context of emotion labels of the sessions, we observe that screening performance is significantly better for the angry and happy sessions than the neutral sessions.

![Fig. 3: Our LSTM-based architecture for ASD screening](image)

![Fig. 2: Comparison of eye gaze patterns between ASD and TD sessions. All three measures show significant differences $(p < 0.001)$ between ASD and TD.](image)

![Fig. 4: Performance of our LSTM-based ASD screening system. (a) Confusion matrix (b) ASD detection accuracy broken down by different emotion stimuli. Note that emotional stimuli elicit more discriminating eye gaze response as compared to the neutral stimuli.](image)

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF Baseline</td>
<td>67.8 ± 8.7</td>
</tr>
<tr>
<td>LSTM (proposed)</td>
<td>77.3 ± 3.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ablation</th>
<th>Accuracy (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM-pupil dia</td>
<td>59.1 ± 6.3</td>
</tr>
<tr>
<td>LSTM-fix dur</td>
<td>54.8 ± 12.5</td>
</tr>
<tr>
<td>LSTM-fix loc</td>
<td>69.9 ± 7.9</td>
</tr>
<tr>
<td>LSTM w/o pupil dia</td>
<td>72.2 ± 6.5</td>
</tr>
<tr>
<td>LSTM w/o fix dur</td>
<td>76.4 ± 6.4</td>
</tr>
<tr>
<td>LSTM w/o fix loc</td>
<td>61.9 ± 9.7</td>
</tr>
</tbody>
</table>
Fig. 5: Classification performance comparison for different models trained with a specific type of emotion stimuli one time. The findings reveal with angry, happy stimuli, the ASD detection performance is better.

(Fig. 4b). This emphasizes the importance of the emotion stimuli while detecting ASD.

To investigate further the influence of a specific type of emotion stimuli, we carry out the following experiment. In this setup, we train and evaluate three separate models, each trained with one specific emotion stimuli (angry or happy or neutral) at a time. The models were trained using the identical architecture and validated adopting the same leave-one-subject-out approach as described earlier. We report the findings from the study in Fig. 5. In this case also, we observe that the model trained with angry and happy emotion stimuli return comparatively better performance than the model trained with only neutral sessions. This further reinforces the earlier findings that using a specific type of emotion stimuli (i.e., angry or happy) may help to detect ASD sessions more accurately than using neutral stimuli.

V. CONCLUSION

We investigated the feasibility of emotion-guided gaze response in an interactive VR environment for ASD screening. To this end, we developed an LSTM-based classification model that leverages three key eye gaze response parameters (pupil diameter, fixation duration, and fixation location) to identify a subject-agent interaction session as ASD or TD. Our observations are as follows: (i) Our recurrent model can distinguish between ASD and sessions with an average accuracy of 77%. (ii) ASD screening accuracy is higher (>80%) when the subjects’ eye gaze signals are in response to emotional stimuli. Our light-weight deep model thus can be an inexpensive yet effective option for ASD screening from short segments of eye gaze data recorded in response to emotional stimuli.
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